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2019 Error Budgets
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ERROR BUDGETS RECAP - 2019

SLO - Service Level Objective

ALLOW 5% FAILURE OF HOME PAGE
REQUESTS SERVED IN < 100MS
OVER LAST 24 HOURS

HOME PAGE REQUEST SERVED IN 95% OF HOME PAGE REQUESTS SERVED
< 100MS IN < 100MS OVER LAST 24 HOURS



ERROR BUDGETS RECAP

Past 7 Days Past 30 Days
99.95% 99.94%
1% (2s) budget -6% (-1m) budget

99.95% target

09.95% target

© @& @& @& @ @

1 1 ] 1 I 1 L] I I
Mon 25 Wed 27 Fri 29 Nov 3 Nov 10 Nov 17 Nov 24

Past 7 Days

? manitors aggregated 1 00 .00%
100% (10m 4s) budqget

£9.9% target

Ovarall uptime [
l I 1 ] | 1 L 1
wed 4 ™S i B sat? Dec 8 Mon 9 Tu2 10

Showing 2 monitors 7d
sorted ty 7d status !
(277 Ticket creation success rate (%) | 100.00%
(22T Ticket update success rate (%) ] 100.00%

TYPE

@©@ @ ©

la Controls Showing 1221-1240 of 2K resulrs

NAME 1T

Api::V2:WorkspacesController#update laten...

Api::V2beta:Tickets::RelatedController#sno...
Api:vZhetarTickets::RelatedCantroller#sno..
Article Page "Lip®

Articles APL "Up"

AttachmentsController#token Duration (95p...

AttachmentsController#token Error Rate @

AttachmenrtTokenController#show Duration ...

AttachmenrtTokenController#show Error Rat...

TIME t

3od

30d

30d

30d

30d

30d

30d

30d

30d

STATUS
@

100.00%

100 7% budge: left (1m 36s remainng)

99.99%

100.00%

100.00%

99.08%

100.00%

ERROR BUDGET LEFT

100% [14h 24m)

7% (1m 365)

91% (19m 35¢)

100% (14nh zam)

100% (14h zam)

54% (7h <6m)

100% (14h zam)



ERROR BUDGETS RECAP

SLIS
DASHBOARDS
SLOS PROCESSES
June Dec Mar June Oct
2018 2018 2019 2019 2019
O O
260 SLlIs 260 SLOs Error Budget Error
Implemented Implemented pashboards Budgets
Globally Globally Process



Freeze or thaw?




We Needed to do More

1 2 3

Pre Deployment Testing Deployment Standards Production Smoke Tests

4 o 6

Alerting and Monitoring Completing Remediation Items SLI Coverage and Error Budget Status

Across 1500 Engineers, 250+ teams and 7 worldwide locations



V1: The Operational
Metrics Review
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Bringing Our Operational Metrics Together in One Place
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Learnings

Screenshot Busy Work for Engineering Managers
Content Quickly Diverged from Template
Reporting Dimensions Not Consistent

Data Munging Effort Duplicated Throughout the Company



V2: Operational
Excellence Dashboard
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Standardising

1 2 3

Single Reporting System Single Data Ingestion Pipeline Standard Org Structure

4 o 6

Same Monthly Cadence Single Notification and Recording One Team to Own It




Bringing it together
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Learnings

e Much More Efficient for Managers
e Proliferating Amount of Data and Visualisations

e Hard To Pinpoint Problem Areas



V3: Back to School

(Introducing grades)




Grading

OPERATIONAL EXCELLENCE DASHBCARD
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Learnings

e Quickly Surfaced Problem Areas
e Reduced Time Spent Discussing “Good” Areas

e Opportunity to Layer on New Standards
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Rolling out Early Problem Detection
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Rolling out “First Response Times” to our Customer Tickets

Unreads ZZ All of Zendesk v~ Sorted by recommended order +

* 3 eng-announcements

2 Kelvin Pham 10:22 AmM

‘ Post »

a First Response Time (FRT) macro/metric for Z2 Customer Health

Post

TL;DR: On September 11th, we are launching a new process to measure the First
Response Time metric for Product Development Z2 tickets. This will be a required
step for all Z2 tickets moving forward and will allow us to measure how quickly we're
reviewing and responding to customer tickets.

What you need to do:

*» Head on over to the Confluence page and view the training video
.:;:.mn
macro upon receipt of the ticket so we re able to track how quickly we're able
to get eyes on a ticket once Advocacy has escalated it to Prod Dev.

When we go live on September 11) The OpEx dashboard will reflect the new FRT ko

we're able to see out of the TtA bucket, how quickly in that timeframe teams were
able to look at tickets escalated by Advocacy.



Learnings

e Powerful Extrinsic Motivation to Adopt a Standard

e Can be Demotivating to start with an “F” Grade ... ratchet grades.



V5: Executive
Zoom Out
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Head of Engineering getting a 10,000 ft View

OPERATIONAL EXCELLENCE DASHBODARD
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Department Head gets a 1,000 ft View

OPERATIONAL EXCELLENCE DASHBOARD
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Learnings

e Being Compared to other Leaders is Motivating!
e Monthly Review Cadence was too long

e Pulling Insights news to move to Pushing Insights



V6: What's Coming
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The Results




The Results

Has this helped our customers?
Has this helped our engineering teams?

Availability Trend
e No more company wide production freezes since early 2021

... local freezes only.

- .
e Empowered teams rolling out new standards, reduced rollout ~~ _—

Availability

times

e Ensure ALL Systems ( including Heritage Listed Systems ! )
are in good health 2018
e Improved availability for our customers

.... during 30% YoY traffic and data growth

mns 2020 2021 2022 2023



Recommendations

e Don’t “Part Time” the Data Warehouse and Reporting ... Dedicate People and Money
e Data Modelling

o Consistent Org Structure in all Data Sources

o Central Service Catalog

e I|tis a Product ... Seek Feedback from Users

The End

John Viner - www.linkedin.com/in/johnviner



